Abstract—Semi-supervised dimensionality reduction has been attracting much attention as it not only utilizes both labeled and unlabeled data simultaneously, but also works well in the situation of out-of-sample. This paper proposes an effective approach of semi-supervised dimensionality reduction through label propagation and label regression. Different from previous efforts, the new approach propagates the label information from labeled data to unlabeled data with a well designed mechanism of random walks, in which outliers are effectively detected and the obtained virtual labels of unlabeled data can be well encoded in a weighted regression model. These virtual labels are thereafter regressed with a linear model to calculate the projection matrix for dimensionality reduction. By this mean, when the manifold assumption or the clustering assumption of data is satisfied, the labels of labeled data can be correctly propagated to the unlabeled data, and thus the proposed approach utilizes the labeled and the unlabeled data more effectively than previous work. Experimental results are carried out upon several databases and the advantage of the new approach is well demonstrated.
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I. INTRODUCTION

The dimensionality of data is usually very high – more than a thousand or so in many real applications, e.g., face recognition [1], [2], [3], [4], cross-media Retrieval [5], text categorization, Gene expression data classification [6] and image segmentation [7]. Directly working on such high dimensional data is not only time consuming but also computationally unreliable. Therefore, dimensionality reduction plays an important role to solve these problems. Over the past years, many approaches of dimensionality reduction have been proposed [8], [9], [10], [11], [12], and the most representative ones are probably Principal Components Analysis (PCA) and Linear Discriminant Analysis (LDA) [13]. PCA is a unsupervised dimensionality reduction method, which aims to maximize the variance in the low-dimensional space. While LDA is supervised and its goal is to maximize the discriminative power in the low-dimensional space.

In general, the supervised approaches of dimensionality reduction are suitable for tasks of classification when there are sufficient (i.e., a large-enough pool) labeled data available. Unfortunately, in real cases, labeled data are usually scarce and to label a large number of data would require expensive human labor in practice. On the other hand, unlabeled data are usually abundant and relatively easier to obtain. To effectively utilize the labeled data and unlabeled data simultaneously, semi-supervised learning was proposed and has attracted much attention recently [14].

Many traditional semi-supervised learning approaches, such as Gaussian Field and Harmonic Function (GFHF) [15], and Local and Global Consistency (LGC) [16] work on transductive setting and cannot deal with arbitrary new coming data, which is known as the out-of-sample problem [17]. In contrast, semi-supervised dimensionality reduction methods not only reduces the dimension but also naturally solve the out-of-sample problem. It is more practical and therefore has attracted more interest in practice. Many semi-supervised dimensionality reduction methods have been proposed in the past few years [18], [19], [20], [21], [22], [23], [24], the basic ideas of most of these methods can be categorized into two main types: 1) to consider the manifold regularization term [25] in the original objective function of the approaches for supervised dimensionality reduction; and 2) to construct graph using the information of labeled and unlabeled data and then to directly perform the graph-based dimensionality reduction approaches with the constructed graph [26].

This paper proposes a novel approach for semi-supervised dimensionality reduction. The new approach has two main steps: 1) it propagates the label information from labeled data to unlabeled data, from which the virtual labels of unlabeled data are obtained; and 2) it then regresses these virtual labels with a linear model to calculate the projection matrix for dimensionality reduction. Inhere, the step 1) of label propagation is a double-blade sword. On one hand, when the condition of the manifold assumption or the clustering assumption of data is well satisfied, the labels of labeled data can be correctly propagated to the unlabeled data, and thus the proposed method utilizes both labeled and unlabeled data more effectively. On the other hand, when the two assumptions however do not hold, the procedure of label propagation might not be reliable, which could severely deteriorate the performance of the proposed approach. To reduce the negative effect, a new label propagation mechanism is adopted in a special way named random walks, in which the outlier of data can be effectively detected and the obtained virtual labels are probability values that can be conveniently encoded in the weighted linear regression model.

The newly proposed method can actually be regarded as a methodological framework for extending existing approaches of any supervised/unsupervised dimensionality reduction to the...
form of semi-supervised ones. Its motivation and basic ideas are significantly different from previous efforts for the same purpose. Previous work mainly adds the manifold regularization term into the original objective functions and/or performs original graph-based algorithms with the graph constructed by the labeled and unlabeled information. However, in this new framework, a label propagation with outlier detection is first developed to obtain the virtual labels of unlabeled data, and then any other supervised or unsupervised dimensionality reduction algorithm can be directly extended into the semi-supervised counterpart by performing this algorithm with the labels of labeled data and the virtual labels of unlabeled data. More importantly, due to the label propagation procedure, the new framework could explore the distribution of the labeled and unlabeled data more effectively to learn a better subspace for dimensionality reduction when the manifold assumption or the clustering assumption of data, which is the basic assumptions for semi-supervised learning, is well satisfied.

II. TRANSDUCTIVE LEARNING AND OUTLIER DETECTION VIA RANDOM WALKS

Given labeled and unlabeled data \( x_1, x_2, ..., x_n \in \mathbb{R}^d \), the goal of transductive learning is to predict the class labels for the unlabeled data. Random walks on graph is an effective approach for transductive learning [15]. Via random walks, the distribution of labeled and unlabeled data can be effectively explored to learn the labels for the unlabeled data. First, we construct a neighborhood weighted graph on given data. There are many methods to construct the graph. For example, we could construct the graph through many manifold methods, such as LLE [27], LTSA [28], LSE [29], etc. In this paper, we use a popular method to construct the graph as follows: If \( x_i \) is in the \( k \)-neighbors of \( x_j \) or \( x_j \) is in the \( k \)-neighbors of \( x_i \), then \( x_i \) and \( x_j \) are linked by a weight computed as

\[
A_{ij} = e^{-\frac{||x_i-x_j||^2}{\sigma^2}},
\]

otherwise, \( A_{ij} = 0 \). Here \( \sigma \) is the variance, \( || \cdot || \) is the 2-norm of vector, i.e. \( ||x||^2 = x^T x \). The transition probability matrix on the graph is defined as \( \mathbf{P} = \mathbf{D}^{-1} \mathbf{A} \), where \( \mathbf{D} \) is a diagonal matrix with the \( i \)-th diagonal element as \( D_{ii} = \sum_j A_{ij} \).

In the traditional random walks approaches [15], walks starting from an unlabeled data point can only stop at a labeled data, which indicates that the unlabeled data can only be predicted to one of the labeled classes. While in many real world applications, there are some outliers in the data or the labeled classes might not cover all the possible classes in the application. In order to capture the outliers or the data from the class other than the labeled classes, we consider a special random walks on graph (see Figure 1), and define a new transition probability matrix \( \hat{\mathbf{P}} \) as

\[
\hat{\mathbf{P}} = \mathbf{I}_\beta + \mathbf{I}_\alpha \mathbf{P},
\]

where \( \mathbf{I}_\alpha \) is a diagonal matrix, the \( i \)-th diagonal element of which is 0 if \( x_i \) is a labeled data point and is \( \alpha (0 \leq \alpha < 1) \) otherwise, \( \mathbf{I}_\beta = \mathbf{I} - \mathbf{I}_\alpha \), in which \( \mathbf{I} \) denotes identity matrix. Note that the sum of each row of \( \hat{\mathbf{P}} \) is equal to 1, which indicates \( \hat{\mathbf{P}} \) is a stochastic matrix. Based on the transition probability matrix \( \hat{\mathbf{P}} \), the stop rule of the special random walks are defined as following: Each point walks randomly on the graph based on the transition probability matrix \( \hat{\mathbf{P}} \), and stops when it consecutively hits one of the points on the graph twice. It is considered to have hit the starting point once before the walks.

Define the initial label matrix \( \mathbf{Y} = [\mathbf{Y}_1^T, ..., \mathbf{Y}_n^T]^T \in \mathbb{R}^{n \times (c+1)} \), where \( \mathbf{Y}_i \in \mathbb{R}^{1 \times (c+1)} (1 \leq i \leq n) \), \( c \) is the number of classes. For the labeled data \( x_i \), \( \mathbf{Y}_{ij} = 1 \) if \( x_i \) is labeled as \( j \) and \( \mathbf{Y}_{ij} = 0 \) otherwise. For the unlabeled data \( x_i \), \( \mathbf{Y}_{ij} = 1 \) if \( j = c+1 \) and \( \mathbf{Y}_{ij} = 0 \) otherwise. Note that we add an additional class \( c+1 \) in order to detect outlier data.

Denote \( \hat{\mathbf{P}} = \mathbf{I}_\beta \mathbf{P} \) and denote \( (\hat{\mathbf{P}}^n)_{ij} \) as the \( (i,j) \)-th entry of \( \hat{\mathbf{P}}^n \). It can be seen that the value of \( (\hat{\mathbf{P}}^n)_{ij} \) is the probability of the \( i \)-th point reaching the \( j \)-th point at the \( n \)-th step before stop.

Denote \( \mathbf{G} \) as

\[
\mathbf{G} = \mathbf{I}_\beta + \hat{\mathbf{P}} \mathbf{I}_\beta + \hat{\mathbf{P}}^2 \mathbf{I}_\beta + \cdots + \hat{\mathbf{P}}^n \mathbf{I}_\beta + \cdots
\]

Note that the value of \( (\hat{\mathbf{P}}^n)_{ij} \) is the probability of the \( i \)-th point stopping the walks at the \( j \)-th point at the \( k \)-th step, so \( \mathbf{G}_{ij} \) is the probability of the \( i \)-th point stopping the walks at the \( j \)-th point.

Note that the \( \infty \)-norm of matrix \( \hat{\mathbf{P}} \) is lower than 1 in the case of \( 0 \leq \alpha < 1 \). According to the matrix property, the spectral radius of \( \hat{\mathbf{P}} \) is less than the \( \infty \)-norm, i.e. \( \rho (\hat{\mathbf{P}}) < 1 \). Therefore, \( \mathbf{I} - \hat{\mathbf{P}} \) is invertible and \( \lim_{t \to \infty} \hat{\mathbf{P}}^t = 0 \), so we have

\[
\lim_{t \to \infty} \sum_{i=0}^{t-1} (\mathbf{I}_\alpha \mathbf{P})^i \mathbf{I}_\beta = (\mathbf{I} - \mathbf{I}_\alpha \mathbf{P})^{-1} \mathbf{I}_\beta
\]

and thus \( \mathbf{G} \) can be written as \( \mathbf{G} = (\mathbf{I} - \mathbf{I}_\alpha \mathbf{P})^{-1} \mathbf{I}_\beta \). Calculate the soft label matrix \( \mathbf{F} = [\mathbf{F}_1^T, ..., \mathbf{F}_n^T]^T \in \mathbb{R}^{n \times (c+1)} \) by

\[
\mathbf{F} = \mathbf{G} \mathbf{Y}.
\]

We can see that \( \mathbf{F}_{ij} (j \leq c) \) is the probability of the \( i \)-th point which stops the random walks at the labeled data point whose label is \( j \), and \( \mathbf{F}_{ij} (j = c+1) \) is the probability of the \( i \)-th point which stops the random walks at one of the unlabeled data point. The random walks that can stop at the unlabeled data points makes our algorithm having the mechanism to discover novel class or outlier in data.

Denote \( \mathbf{1}_n = [1, ..., 1]^T \in \mathbb{R}^{n \times 1} \), we have

\[
\begin{align*}
\mathbf{P} \mathbf{1}_n = 1_n & \Rightarrow \mathbf{F}_i \mathbf{P} \mathbf{1}_n + \mathbf{I}_\beta \mathbf{Y}_1 \mathbf{1}_{c+1} = 1_n \\
\mathbf{Y}_1 \mathbf{1}_{c+1} = 1_n & \Rightarrow \mathbf{I}_\beta \mathbf{Y}_1 \mathbf{1}_{c+1} = (\mathbf{I} - \mathbf{I}_\alpha \mathbf{P}) \mathbf{1}_n \\
& \Rightarrow (\mathbf{I} - \mathbf{I}_\alpha \mathbf{P})^{-1} \mathbf{I}_\beta \mathbf{Y}_1 \mathbf{1}_{c+1} = 1_n.
\end{align*}
\]

Therefore, the elements in \( \mathbf{F} \) are probability values, and \( \mathbf{F}_{ij} \) can be seen as an estimation of the posterior probability of \( x_i \) belonging to class \( j \). When \( j = c+1 \), \( \mathbf{F}_{i,c+1} \) denotes the probability of \( x_i \) belonging to outlier.

In the special random walks, if an unlabeled sample is similar to one of the labeled samples, the walks starting from this unlabeled sample will stop at the labeled sample with high probability. If this unlabeled sample is an outlier or from a novel class, this sample is not similar to any of the labeled samples, and the walks starting from this unlabeled sample will stop at one of the unlabeled samples with high probability.
Therefore, the outliers would be effectively detected by this special random walks, and it is enough to treat all the outliers with one extra class. Also, it is worth to emphasize that the obtained virtual label for each data by the special random walks is of probability value. As it can be seen in the next subsection, using the virtual labels with probability values, it is convenient to construct a weighted label regression model to learn the optimal subspace.

III. Efficient Semi-Supervised Subspace Learning and Classification through Virtual Label Regression

Transductive learning only predicts the labels of the given unlabeled data, and cannot predict the label for new coming data point. The reason is that transductive learning does not learn a model. To handle this out-of-sample problem, we use a linear model to approximate the predicted labels of the unlabeled data, and propose an efficient semi-supervised subspace learning through label regression. As the linear model is introduced in the algorithm, new data can also be handled with the learned projection matrix $W$, and thus the out-of-sample problem is naturally solved with the algorithm.

A. Label Regression

Consider the linear model as follows:

$$y = W^T x + b. \tag{6}$$

where $W \in \mathbb{R}^{d \times c}$ is the projection matrix and $b \in \mathbb{R}^{c \times 1}$ is the bias term.

Denote $t_i = [0, \ldots, 0, 1, 0, \ldots, 0]^{T}$ as the class indicator vector for the $i$-th class. We consider a weighted and regularized least squares regression problem as follows:

$$W = \arg \min \mathcal{J}(W, b), \tag{7}$$

where

$$\mathcal{J}(W, b) = \gamma \|W\|^2 + \sum_{i=1}^{n} \sum_{j=1}^{c} F_{ij} \|W^T x_i + b - t_j\|^2, \tag{8}$$

and $\gamma$ is the regularization parameter. From Eq.(8) we can see that the virtual labels with probability values can be conveniently encoded in this weighted regression model. When $F_{i,c+1}$ is a large value near 1, which implies that the probability of $x_i$ belonging to outlier is large, then the values of $F_{i,j} (1 \leq i \leq c)$ are small, and then the effect of the outlier data point $x_i$ is not too much in the regression model according to Equation (8).

For convenience, we rewrite the Eq.(8) in matrix form as

$$\mathcal{J}(W, b) = \gamma tr(W^T W) + tr(W^T X + b1^T)S(W^T X + b1^T)^T - 2trF_c(W^T X + b1^T), \tag{9}$$

where $S \in \mathbb{R}^{n \times n}$ is a diagonal matrix with the $i$ diagonal element being $S_{ii} = \sum_{j=1}^{c} F_{ij}$. $F_{c} \in \mathbb{R}^{n \times c}$ is formed by the first $c$ columns of $F$, $1_n = [1, 1, \ldots, 1]^T \in \mathbb{R}^{n \times 1}$, and the data matrix $X = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^{d \times n}$.

By setting the derivative w.r.t. $b$ and $W$ to zero, respectively, we have:

$$\begin{cases}
    b = \frac{1}{\mathbb{1}_{c}^{T} \mathbb{1}_{n}} (F_{c} - W^T X S) 1_n, \\
    \gamma W + X S X^T W + X (S1_n b^T - F_{c}) = 0 .
\end{cases} \tag{10}$$

According to Eq.(15), the optimal solution to the regression problem (18) is

$$W = (X L_s X^T + \gamma I)^{-1} X C_s F_{c}, \tag{11}$$

where $I$ denotes an identity matrix with proper size, $L_s = S - \frac{1}{\mathbb{1}_{c}^{T} \mathbb{1}_{n}} S1_n 1_n^{T}$ is a Laplacian matrix and $C_s = I - \frac{1}{\mathbb{1}_{c}^{T} \mathbb{1}_{n}} S1_n 1_n^{T}$ is a weighted centering matrix, which is also a Laplacian matrix.

B. Efficient Semi-Supervised Subspace Learning

Now we obtain the projection matrix $W \in \mathbb{R}^{d \times c}$ for subspace learning via the label propagation and regression. For any data point $x \in \mathbb{R}^{d \times 1}$, the projected data point $y$ can be calculated by

$$y = W^T x = F_{c}^T C_s^T X^T (X L_s X^T + \gamma I)^{-1} x. \tag{12}$$

We describe the proposed semi-supervised subspace learning algorithm in Tabel I. From Tabel I we can see, the algorithm needs to calculate the soft label matrix $F$ by Eq.(4) and calculate the projection matrix $W$ by Eq.(11). In fact, the $F$ and $W$ can be obtained by solving the linear system of equations, which is very efficient and can be performed on large scale datasets. In contrast, LDA and Semi-supervised
Discriminant Analysis (SDA) are to solve the eigenvalue decomposition problem, which is computationally expensive. Therefore, the algorithm proposed in this paper is much more efficient.

Note that \((XL_sX^T + \gamma I)^{-1}X = XL_sX^T + \gamma I)^{-1}, so Eq.(11) can be rewritten as
\[
W = XL_sX^T + \gamma I)^{-1}C_sF_c,
\]
and thus for any data point \(x \in \mathbb{R}^{d \times 1}\), the projected data point \(y\) can be calculated by \(y = W^T x = F^T C_s^{-1}(X^T X)L_s + \gamma I)^{-1}X^T x\). Note that the algorithm using Eq.(13) only involves inner product operation, therefore, the proposed algorithm can be easily extended to the nonlinear version by using the kernel tricks. We can also use the general kernelization framework in [30] to obtain the kernel version of the proposed linear algorithm.

C. Directly Classification with Verification

Once the projection matrix \(W\) is obtained, we can project data by \(W\) and apply any classifier such as the nearest neighbor classifier on the projected low-dimensional data for classification. Similarly to Regularized Least Squares and Laplacian Regularized Least Squares approaches, we can also directly classify data using the classification function \(y = W^Tx + b\) as they all use the linear model as in Eq.(6). However, in some applications, the performance reaches the optimal when the regularization parameter is set to a large value. In this case, the values \(y = W^T x_i + b\) would deviate severely from the true label values to be regressed for the labeled data \(x_i\). In this paper, we propose to use an additional affine transformation matrix \(W_o \in \mathbb{R}^{c \times c}\) and bias \(b_o \in \mathbb{R}^{1 \times 1}\) to rectify the deviation for the labeled data. Without loss of generalization, we assume that the first \(l\) data are labeled and the remaining data are unlabeled. Specifically, we solve the following optimization problem:
\[
\{W_o, b_o\} = \arg \min \sum_{i=1}^{l} \|W_o^T (W^T x_i + b) + b_o - t_{y_i}\|^2,
\]
where \(W\) and \(b\) are calculated in Subsection III-A, \(y_i\) is the class label of \(x_i\). Denote the labeled data matrix by \(X_l = [x_1, x_2, ..., x_l]\), it is easy to derive that the optimal solution to the above problem is:
\[
\begin{align*}
W_o &= (\tilde{F}^T L_o \tilde{F})^{-1} \tilde{F}^T L_o T,
\end{align*}
\]
\[
\begin{align*}
b_o &= \frac{1}{l} (\tilde{F}^T - W_o^T X_l) 1_l,
\end{align*}
\]
where \(L_c = I - \frac{1}{l} 1_l 1_l^T\) is the centering matrix, \(\tilde{F} = X_l^T W_l + 1_l b_o^T \in \mathbb{R}^{l \times c}\), \(1_l = [1, 1, ..., 1]^T \in \mathbb{R}^{l \times 1}\) and \(T = [t_{y_1}, t_{y_1}, ..., t_{y_l}]^T \in \mathbb{R}^{l \times c}\).

Then for any data point \(x \in \mathbb{R}^{d \times 1}\), the projected data point \(y\) can be calculated by \(y = \tilde{W}_o^T (W^T x + b) + b_o\), and the class label \(i^*\) of \(x\) is predicted by:
\[
i^* = \arg \max_i y(i),
\]
where \(y(i)\) is the \(i\)-th element of \(y\).

D. Discussion

Given the weight matrix \(A\) as in Eq.(1), the computation complexity of calculating the virtual label matrix \(F\) with Eq.(4) is \(O(knc)\), where \(k, n, c\) are the number of neighbors, data and classes respectively. Following the idea in [31], we can see that the computation complexity of calculating the projection matrix \(W\) with Eq.(11) is \(O(nsc)\), where \(s\) is the averaged number of nonzero of data points. In practice, \(k \ll s\), thus the computation complexity of the whole algorithm proposed in this paper is \(O(nsc)\). While traditional dimensionality reduction methods involve eigen-decomposition, thus the computation complexity is \(O(d^3)\), or \(O(d^2c)\) if only \(c\) eigenvectors to be calculated, where \(d\) is the dimensionality of data points. Obviously, when the training data is very high-dimensional and highly sparse (i.e. \(s\) is very small), the method proposed in this paper is much more efficient than traditional dimensionality reduction methods.

Recently, a series work on Spectral Regression (SR) was proposed [32], which also uses regression for dimensionality reduction. Although SR can also employ semi-supervised dimensionality reduction, the idea is significantly different from us. In SR, the virtual label matrix \(G\) is \(\mathbb{R}^{n \times c}\) is calculated by eigen-decomposition as follows:
\[
L_1 G = L_2 G A,
\]
where \(L_1\) and \(L_2\) are two Laplacian matrices lie on specific graph based embedding algorithm, \(A\) is the eigenvalue matrix of \(L_1\) and \(L_2\). Then the projection matrix \(W\) is obtained by solving the following regularized least squares regression:
\[
W = \arg \min_{W, b} \gamma \|W\|^2 + \sum_{i=1}^{n} \|W^T x_i + b - g^i\|^2,
\]
where \(g^i\) denotes the \(i\)-th row of \(G\).

We can see that both of the two steps of the SR algorithm are different from that of the proposed algorithm in this paper.
In the first step, SR directly constructs the Laplacian matrices using labeled and unlabeled data, while our method uses a well-developed label propagation with outlier detection, in which the distribution of the labeled and unlabeled data are explored more effectively. In the second step, SR uses the ordinary regularized least squares regression to obtain the projection matrix, while our method uses a weighted regularized least squares regression such that the effect of outliers could be alleviated in the regression.

IV. EXPERIMENTS

We evaluate the proposed semi-supervised subspace learning algorithm through virtual label regression (denoted by VLR) on image recognition problem, and compare it with some state-of-the-art algorithms, including Regularized Linear Discriminant Analysis (RLDA) [33], GFHF [15], LGC [16], SDA [19] and LapRLS/L [34].

We use four image databases in the experiments, including UMIST, COIL-20, YALE-B and CMU PIE. The UMIST repository is a multi-view face database, consisting of 575 images of 20 people, each covering a wide range of poses from profile to frontal views. The size of each cropped image is \(112 \times 92\) with 256 gray-levels per pixel [35]. We down-sample the size of each image to \(28 \times 23\) and no other preprocessing is performed. The COIL-20 dataset [36] consists of images of 20 objects viewed from varying angles at the interval of five degrees, resulting in 72 images per object. Similarly, each image is down-sampled to the size of \(32 \times 32\). The YALE-B database [37] used in this experiment contains 38 subjects, with each person having around 64 near frontal images under different illuminations. The images are cropped and then resized to \(32 \times 32\) pixels. The CMU PIE database [38] contains more than 40,000 facial images of 68 people. The images were acquired over different poses, under variable illumination conditions, and with different facial expressions. In the experiment, we choose the images from the frontal pose (C27) and each subject has around 49 images from varying illuminations and facial expressions. The images are cropped and then resized to \(32 \times 32\) pixels.

For the semi-supervised algorithms GFHF, LGC, SDA, LapRLS/L and VLR, the weights in the neighborhood graph are computed by Eq.(1), and the variance \(\sigma\) is determined by

\[
\sigma = \sqrt{\frac{\bar{d}}{\ln(1/k)}}
\]

(19)

where \(\bar{d}\) is the average of squared Euclidean distances for all the edged pairs on the graph, \(k\) is the neighbor number to construct the neighborhood graph, and \(\tau\) is a parameter. Note that we transform the parameter \(\sigma\) in Eq.(1) to \(\tau\). The parameter \(\sigma\) should be tuned from the range of \((0, \infty)\), while the parameter \(\tau\) only need to be tuned from the range of \((0, 1)\). Experimental results show that when \(k = 10\) and \(\tau = 0.3\), all the compared semi-supervised algorithms can obtain good performance in general. Therefore, we fix the parameters \(k = 10\) and \(\tau = 0.3\) in the experiments. For the dimensionality reduction algorithms RLDA and SDA, the reduced dimension is \(c - 1\), while for LapRLS/L and VLR, the reduced dimension is \(c\), where \(c\) is the number of classes. There is one regularization parameter in RLDA and VLR, and two regularization parameters in SDA and LapRLS/L. All the regularization parameters are searched from grid \(\{10^{-9}, 10^{-8}, 10^{-7}, 10^{-6}, 10^{-5}, 10^{-4}\}\). The parameter \(\alpha\) in VLR is searched from grid \(\{0.1, 0.3, 0.6, 0.9, 0.999, 0.9999999, 0.9999999999\}\). Note that there are two parameters to be tuned in the semi-supervised dimensionality reduction algorithms SDA, LapRLS/L and VLR for fair comparison.

In all the experiments, PCA is used as a preprocessing step to remove the null space of data covariance matrix and preserve 95% energy of data. We randomly select 60% data as the transductive training set and the remaining data as the unseen test set. Among the training set, we randomly label 1, 3 or 5 samples per class and remain the other samples as unlabeled data. For RLDA, only the labeled set is used to learn the subspace, while for GFHG, LGC, SDA, LapRLS/L and VLR, the whole training set is used to learn the subspace. Note that when only one sample in each class is labeled, the supervised method RLDA cannot be performed. We report the mean recognition accuracy and standard deviation corresponding to the best parameters over 20 random splits on the unlabeled dataset and the unseen test dataset.

A. Comparison of Performance with Direct Classification before and after Verification

In this experiment, we verify the performance of LapRLS/L and VLR with direct classification before and after the proposed verification by Eq.(15). The experimental results are reported in Table II. From the results we observe that, in most cases, the proposed verification would improve performance when the direct classification function \(y = W^{T}x + b\) is used in LapRLS/L and VLR.

B. Comparison of Performance with Nearest Neighbor Classifier

In this experiment, we verify the performance of VLR, and compare it with other state-of-the-art dimensionality reduction methods with the 1-nearest neighbor classifier. The experimental results are reported in Table III. From the results we have the following observations:

1) The compared semi-supervised dimension reduction algorithms outperform supervised LDA, which demonstrates that unlabeled data can be used to improve the recognition performance.

2) Our method VLR outperforms LDA, SDA and LapRLS/L in most cases in terms of the recognition accuracy on the unlabeled dataset and the unseen test dataset. Although GFHF and LGC outperform VLR in some cases, GFHF and LGC can not cope with the unseen data.

3) When the manifold assumption or the clustering assumption is well satisfied such as in UMIST and COIL-20 databases, GFHF, LGC and our method VLR perform much better than SDA and LapRLS/L.

4) When the manifold assumption or the clustering assumption is not well satisfied such as in Yale-B and CMU PIE databases,
traditional label propagation algorithms GFHF and LGC perform very bad. While our method VLR was not affected too much in this case due to the effectiveness of the proposed label propagation method to detect the outliers in data.

C. Performance Analysis on the Parameters

In this experiment, we explore how the parameters of algorithms influence the performance. The experimental setting is the same as the experiment in Subsection IV-B. The parameters setting are the same as the previous experiments except the specific parameter to be explored. In the training data set, 3 samples per class are randomly selected as the labeled data and remain the other samples as the unlabeled data. The mean accuracies of the training unlabeled data and the test data with different parameters are reported in this experiment.

1) Performance Analysis on the regularization Parameter: In RLDA, SDA, LapRLS/L and VLR, the Tikhonov regularization [39] term \(\gamma tr W^T W\) is used to improve the generalization performance. The experimental results are reported in Figure 2. We can see that the performance of RLDA and VLR are not influenced too much when the regularization parameter \(\gamma\) is small, while SDA and LapRLS/L might not perform well when \(\gamma\) is small and thus should be carefully tuned in the application.

2) Performance Analysis on the Parameter to Control the Unlabeled Data: In the semi-supervised dimensionality reduction methods SDA and LapRLS/L, one parameter is used to controls the tradeoff between the labeled data and the unlabeled data. In our method VLR, the parameter \(\alpha\) in (2) is also a parameter to control the effect of unlabeled data on the label regression procedure. If \(\alpha \rightarrow 0\), then \(F_{ij}(j \leq c) \rightarrow 0\) and thus the unlabeled data will have little effect on the label regression function in (8). If \(\alpha \rightarrow 1\), then \(F_{ij}(j = c + 1) \rightarrow 0\) and thus the virtual labels of the unlabeled data will play an important role on the label regression function in (8).

In the experiment, we explore the performance of SDA and LapRLS/L with different values of the parameter ranged from \(10^{-9}\) to \(10^{9}\), and the performance of VLR with different values of the parameter \(\alpha\) ranged from 0 to 1. The experimental results are reported in Figure 3. Note that the values of the abscissa for VLR in the figure are ranged from \(\{0.1, 0.3, 0.6, 0.9, 0.999, 0.9999999, 0.999999999\}\). From the results we can see that the parameter in SDA, LapRLS/L and VLR has significant influence on the performance. Interestingly, we first find that the performance is better when the parameter \(\alpha\) is larger on the datasets UMIST and COIL-20, while on the datasets YALE-B and CMU PIE, the performance is better when the parameter \(\alpha\) is smaller. From the results of GFHF and LGC we can infer that the datasets UMIST and COIL-20 have clear manifold structure while the datasets YALE-B and CMU PIE do not have. In practice, we can set the parameter \(\alpha\) in VLR to be a large value near 1 if the data has clear manifold structure, and set it to be a small value near 0 if the manifold structure of data is not very clear.

3) Performance Analysis on the Parameters to Construct the Graph: In the semi-supervised dimensionality reduction methods SDA, LapRLS/L and VLR, there are two parameters need to be predefined to construct the graph, including the number of neighbors \(k\) and the \(\sigma\) in (1). In the experiment, we explore the influence of these two parameters on performance. The results on these two parameters are reported in Figure 4 and 5, respectively. The baseline value \(\sigma_0\) in Figure 5 is calculated by Eq.(19) where \(\tau = 1\). From the results we can see that the parameter \(k\) has a relatively small influence on the performance in a large range from 10 to 50, while the the parameter \(\sigma\) has a relatively significant influence on the performance. Generally, the performance would be well when the value of \(\sigma\) belongs to \([0.1, 0.4]\) in all the three methods.

<table>
<thead>
<tr>
<th>dataset</th>
<th>method</th>
<th>1 labeled sample</th>
<th>3 labeled samples</th>
<th>5 labeled samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Unlabel(%)</td>
<td>Test(%)</td>
<td>Unlabel(%)</td>
</tr>
<tr>
<td>UMIST</td>
<td>LapRLS/L</td>
<td>Before Verif.</td>
<td>54.5±3.9</td>
<td>55.1±5.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>After verif.</td>
<td>55.2±3.6</td>
<td>56.0±5.5</td>
</tr>
<tr>
<td></td>
<td>VLR</td>
<td>Before verif.</td>
<td>73.5±3.8</td>
<td>72.1±4.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>After verif.</td>
<td>74.2±3.9</td>
<td>72.9±4.5</td>
</tr>
<tr>
<td>COIL-20</td>
<td>LapRLS/L</td>
<td>Before Verif.</td>
<td>59.5±2.5</td>
<td>60.2±3.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>After verif.</td>
<td>59.3±2.6</td>
<td>60.1±3.9</td>
</tr>
<tr>
<td></td>
<td>VLR</td>
<td>Before verif.</td>
<td>85.3±2.1</td>
<td>81.6±2.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>After verif.</td>
<td>85.3±2.2</td>
<td>81.5±2.7</td>
</tr>
<tr>
<td>YALE-B</td>
<td>LapRLS/L</td>
<td>Before Verif.</td>
<td>54.3±2.5</td>
<td>54.5±2.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>After verif.</td>
<td>54.1±2.6</td>
<td>54.2±2.5</td>
</tr>
<tr>
<td></td>
<td>VLR</td>
<td>Before Verif.</td>
<td>54.6±3.5</td>
<td>54.3±3.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>After verif.</td>
<td>54.3±3.1</td>
<td>54.1±3.6</td>
</tr>
<tr>
<td>CMU PIE</td>
<td>LapRLS/L</td>
<td>Before Verif.</td>
<td>60.3±2.3</td>
<td>60.3±2.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>After verif.</td>
<td>60.0±2.6</td>
<td>60.1±2.8</td>
</tr>
<tr>
<td></td>
<td>VLR</td>
<td>Before Verif.</td>
<td>60.5±2.6</td>
<td>60.4±2.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>After verif.</td>
<td>61.3±2.1</td>
<td>61.2±2.2</td>
</tr>
</tbody>
</table>

TABLE II

Recognition Performance (Mean Recognition Accuracy ± Standard Deviation %) of LapRLS/L and VLR over 20 random splits on four databases. The classifier is using the classification function \(y = W^T z + b\) with or without the verification by Eq.(15).
Fig. 2. Accuracy vs. the regularization parameter in RLDA, SDA, LapRLS/L and VLR on the four databases.

Fig. 3. Accuracy vs. the parameter that controls the tradeoff between the labeled data and the unlabeled data in SDA, LapRLS/L and VLR on the four databases. Note that the values of the abscissa for VLR in the figure are ranged from \(0, 0.1, 0.3, 0.6, 0.9, 0.9999, 0.9999999\).
Fig. 4. Accuracy vs. the number of neighbors $k$ in SDA, LapRLS/L and VLR on the four databases.

Fig. 5. Accuracy vs. the $\sigma$ in Eq.(1) in SDA, LapRLS/L and VLR on the four databases. The baseline value $\sigma_0$ is calculated by Eq.(19) where $\tau = 1$. 
TABLE III
Recognition Performance (Mean Recognition Accuracy ± Standard Deviation %) of RLDA, GFHF, LGC, SDA, LapRLS/L and VLR over 20 random splits on four databases.

<table>
<thead>
<tr>
<th>dataset</th>
<th>method</th>
<th>1 labeled sample</th>
<th>3 labeled samples</th>
<th>5 labeled samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Unlabel(%)</td>
<td>Test(%)</td>
<td>Unlabel(%)</td>
</tr>
<tr>
<td>UMIST</td>
<td>RLDA</td>
<td>-</td>
<td>-</td>
<td>79.1±4.2</td>
</tr>
<tr>
<td></td>
<td>GFHF</td>
<td>75.1±4.5</td>
<td>-</td>
<td>83.3±4.1</td>
</tr>
<tr>
<td></td>
<td>LGC</td>
<td>76.8±3.9</td>
<td>-</td>
<td>84.3±3.9</td>
</tr>
<tr>
<td></td>
<td>SDA</td>
<td>61.1±3.8</td>
<td>61.7±4.9</td>
<td>86.2±4.8</td>
</tr>
<tr>
<td></td>
<td>LapRLS/L</td>
<td>68.5±4.2</td>
<td>70.1±5.1</td>
<td>86.6±4.9</td>
</tr>
<tr>
<td></td>
<td>VLR</td>
<td>75.8±4.5</td>
<td>75.5±4.7</td>
<td>87.3±3.5</td>
</tr>
<tr>
<td>COIL-20</td>
<td>RLDA</td>
<td>-</td>
<td>-</td>
<td>78.8±1.9</td>
</tr>
<tr>
<td></td>
<td>GFHF</td>
<td>84.9±2.3</td>
<td>-</td>
<td>87.9±2.1</td>
</tr>
<tr>
<td></td>
<td>LGC</td>
<td>86.9±1.5</td>
<td>-</td>
<td>88.2±2.1</td>
</tr>
<tr>
<td></td>
<td>SDA</td>
<td>61.4±2.6</td>
<td>60.9±3.9</td>
<td>80.2±1.9</td>
</tr>
<tr>
<td></td>
<td>LapRLS/L</td>
<td>65.2±3.1</td>
<td>63.1±3.7</td>
<td>80.9±2.5</td>
</tr>
<tr>
<td></td>
<td>VLR</td>
<td>84.3±2.1</td>
<td>85.5±2.7</td>
<td>88.2±1.8</td>
</tr>
<tr>
<td>YALE-B</td>
<td>RLDA</td>
<td>-</td>
<td>-</td>
<td>64.3±2.3</td>
</tr>
<tr>
<td></td>
<td>GFHF</td>
<td>27.6±3.5</td>
<td>-</td>
<td>46.9±2.6</td>
</tr>
<tr>
<td></td>
<td>LGC</td>
<td>36.3±2.4</td>
<td>-</td>
<td>51.8±2.1</td>
</tr>
<tr>
<td></td>
<td>SDA</td>
<td>34.3±2.1</td>
<td>33.8±2.5</td>
<td>84.2±2.7</td>
</tr>
<tr>
<td></td>
<td>LapRLS/L</td>
<td>52.1±2.9</td>
<td>52.6±2.6</td>
<td>82.8±2.3</td>
</tr>
<tr>
<td></td>
<td>VLR</td>
<td>52.7±2.7</td>
<td>52.5±3.2</td>
<td>86.1±2.4</td>
</tr>
<tr>
<td>CMU PIE</td>
<td>RLDA</td>
<td>-</td>
<td>-</td>
<td>83.4±1.8</td>
</tr>
<tr>
<td></td>
<td>GFHF</td>
<td>41.3±2.9</td>
<td>-</td>
<td>56.6±1.9</td>
</tr>
<tr>
<td></td>
<td>LGC</td>
<td>43.5±2.8</td>
<td>-</td>
<td>57.6±1.3</td>
</tr>
<tr>
<td></td>
<td>SDA</td>
<td>58.9±3.3</td>
<td>58.7±3.8</td>
<td>89.2±1.2</td>
</tr>
<tr>
<td></td>
<td>LapRLS/L</td>
<td>61.5±2.9</td>
<td>61.6±3.3</td>
<td>89.5±1.2</td>
</tr>
<tr>
<td></td>
<td>VLR</td>
<td>61.9±2.8</td>
<td>61.8±3.1</td>
<td>89.8±1.2</td>
</tr>
</tbody>
</table>

D. Performance Analysis on the Number of Unlabeled Data

An effective semi-supervised method would improve the performance when the number of the available unlabeled data increases. To explore how the semi-supervised dimensionality reductions utilize the unlabeled data, in this experiment, we verify the performance of SDA, LapRLS/L and VLR on different number of unlabeled data. The experimental setting and the parameters setting are the same as the experiment in Subsection IV-B, except the split percentage between the training data set and the test data set. In the training data set, 3 samples per class are randomly selected as the labeled data and remain the other samples as the unlabeled data. The mean accuracies of the training unlabeled data and the test data with different parameters are reported in Figure 6.

From the experimental results we can see that the performances of all the three semi-supervised dimensionality reduction methods are improved when the number of the available unlabeled data increases, which indicates that semi-supervised dimensionality reduction method could indeed improve the performance when using the unlabeled data. The results also show that the improvement speed of our VLR method is much faster than that of SDA and LapRLS/L, which indicates that the proposed VLR method could utilize the unlabeled data more effectively. The improvement speeds of VLR on the datasets UMIST and COIL-20 are much faster than on the datasets YALE-B and CMU PIE, which further verifies that the manifold structures of UMIST and COIL-20 are more clear than those of YALE-B and CMU PIE.

V. Conclusion

In this paper, we proposed an efficient semi-supervised dimensionality reduction algorithm through label propagation and regression. The basic idea is different from the previous methods, and the distribution of labeled and unlabeled data is effectively explored by using a special designed label propagation procedure, in which the outlier in data can be effectively detected the obtained virtual labels of unlabeled data can be easily encoded in a weighted regression model. The projection matrix for dimensionality reduction can be efficiently calculated by the label regression model. Experimental results on several image databases demonstrated the advantage of the proposed method over the state-of-the-art algorithms.
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